
Tactile Sensing and Machine Learning for
Human and Object Recognition in Disaster

Scenarios
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Abstract. This paper presents the application of machine learning to
tactile sensing for rescue robotics. Disaster situations often exhibit low-
visibility scenarios where haptic feedback provides a valuable informa-
tion for the search of potential victims. To extract haptic information
from the environment, a tactile sensor attached to a lightweight robotic
arm is used. Then, methods based on the SURF descriptor, support
vector machines (SVM), Deep Convolutional Neural Networks (DCNN)
and transfer learning are implemented to classify the data. Besides, ex-
periments have been carried out, to compare those procedures, using
different contact elements, such as human parts and objects that could
be found in catastrophe scenarios. The best achieved accuracy of 92.22%,
results from the application of the transfer learning procedure using a
pre-trained DCNN and fine-tuning the classification layer of the network.
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1 Introduction

Teleoperation is still a critical element in rescue robotics due to the complexity
of the operations in an unstructured environment [15]. Previous experiences in
real situations have evidenced the problematic of using systems provided with
visual perception only. In low-light scenarios, or in presence of dust or smoke,
systems with haptic feedback contribute with additional information that can
compensate the lack of visual information [24].

A key task in rescue robotics operations with large number of victims, is to
locate and evaluate the urgency degrees of the victims, in function of the priority
of the treatment (triage). This task raise technological problems such as Human-
Robot Interaction (HRI), which is considered one of the biggest challenges in
this field [20]. A first approach to achieve a solution would be the identification
of the victims and the different parts of the body, prior to the measurement of
the vital signs.
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Identifying potential victims in disaster scenarios is a priority for search and
rescue teams, but it still an research problem. In [26], typical problems of locating
and tracking humans with video segmentations are presented. Also, a proposal
to enhance the visual tracking by fusing both color and thermal-infrared spec-
tra is described. Another approach [6], is based on the abrupt changes suffered
by the UWB signals characteristics when passing through a human body, to
simultaneously detect human beings and locate the rescue robot using UWB
signals.

Haptic feedback can benefit both robotic guidance and victims manipulation.
In robotic guidance, haptics systems enhance the control of the teleoperator,
who can drive the vehicle with force feedback based on potential fields. This
perception reduces the visual-information dependence, driving the operator to
the target [1], avoiding collisions, or combining both functions [2]. Other applica-
tion of haptic technology to rescue robots are based on the use of a guide vehicle
in low-visibility situations [24]. The University of Málaga has contributed previ-
ously to the application of tactile sensors to rescue-robots [28], where a tactile
sensor was developed to provide a pressure map of the external applied forces,
and this sensor was attached to an end-hydraulic-effector of a rescue robot [7].

Different tactile sensing implementations can’t be easily compared, due to
the differences of the hardware [21]. One approach consist on using tactile data
to recognize objects by their shape [14]. On the other hand, interpreting tactile
data as time series was also investigated [19], [13]. The majority of these works
are based on artificial intelligence algorithms to classify the data. One propo-
sition consists on employing computer vision algorithms and machine learning
techniques [17], [16], whilst other employs neural networks [21], [9] and deep
learning. For instance, [25] presents the use of Deep Learning with Dropout to
reduce overfitting, and the benefits of including both kinesthetic and tactile in-
formation to object shape recognition. [18] also present the benefits of using both
kinesthetic and tactile information to recognize objects. Other approach of using
Deep Learning techniques and artificial tactile sensing consists on determining
the contact material [3].

This work proposes the use of tactile sensors in emergency situations, where
searching and rescuing potential victims are a priority. A system composed by
a lightweight robotic manipulator and a high-resolution tactile sensor is em-
ployed to recognize objects. Moreover, machine learning methods for pressure
image recognition are presented. These methods are based on two steps: ex-
tracting features from the pressure-tactile images, and classifying those images
into predefined labels. Due to the shortage of features of the tactile images, us-
ing deep convolutional neural networks (DCNN) [11] has been considered. First,
a method based on the Speeded-Up Robust Features (SURF) [4] and a support
vector machine (SVM) [5] (SURF-SVM) is implemented as a checkpoint for the
posterior comparison with the DCNN-based methods. One proposal consists on
using the features-extraction layers of a pre-trained DCNN as a feature extractor
and a SVM to get a classifier (DCNN-SVM method). Besides, a transfer learn-
ing procedure with a pre-trained DCNN is also tested. Finally, an experiment
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with 9 classes is carried out to evaluate and compare the methods in terms of
accuracy rate. These experiments include objects that can easily encountered in
catastrophes situations and parts of human arms.

The rest of the document is structured as follows. In the section 2, methods
characteristics and schemes are described. Thereafter, section 3 shows the ex-
perimental procedure, the methodology implementation considerations, and the
data and results obtained. Finally, the conclusions and future work are detailed
in section 5.

2 Methods

2.1 SURF-SVM

SURF-SVM method applies the SURF descriptor as a feature extractor from
pressure images, and a SVM as a classifier. Fig. 1 presents the procedure of
the SURF-SVM method implementation. SURF brings out the pressure-tactile
images descriptors, which are then clustering in a bag of words framework (BoW)
[22] by a k-means algorithm [12], forming a dictionary. Finally, a supervised SVM
is trained using the dictionary generated and the known images labels.

K-meansSURF
Pressure
Images

BoW SVM Classifier

Label

Label

Fig. 1: SURF-SVM scheme.

2.2 DCNN-SVM

This method is similar to the previous one. Nevertheless, the DCNN-SVM re-
places the SURF descriptor by the feature extraction part of a DCNN in order
to reinforce the lack of information presented in pressure images. This DCNN
has been previously pre-trained to classify visual images taken with a normal
camera. Hence, we can divide the DCNN architecture in two parts: features ex-
traction, and classification. Fig. 2 shows the DCNN-based algorithm, which uses
the activations of the last feature extraction layer of the DCNN and a subsequent
SVM, trained in base on these activations and the known labels. The activations
used for training the SVM represent the descriptive information of the images.
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Classification
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Pressure
Images

SVM Classifier

Label
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Fig. 2: DCNN-SVM scheme.

2.3 Transfer learning

Transfer learning takes uses a Neural Network trained in an specific domain, with
big amount of data, using this network for another purpose in which that volume
of data is not available [23]. In our case, we have employed a DCNN that has
been previously trained for image classification. As mentioned before, the last
section of the DCNN incorporates the classification procedure. The classification
section has been trained to classify pressure images. The scheme of this method
is showed in Fig 3.

Classification
Layer

First
Layers

Pressure
Images

Label

Label

DCNN

Re-training

Fig. 3: Transfer learning scheme.

3 Experimental setup

To carry out the experiments, the tactile sensor, model 60077 from Tekscan,
has been attached to the lightweight robotic manipulator AUBO OUR-i5. Fig.
4 shows the experimental setup. The high-resolution resistive tactile-array has
a total of 1400 pressure sensels. Each sensel size is 53.3mm x 95.3mm and the
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sensor presents a density of 27.6 sensels/cm2 distributed in a matrix composed
by 28 rows and 50 columns. Further, a 2mm silicone rubber cover has been added
to receive external forces and protect the sensor film.

Fig. 4: Tactile sensor attached to the AUBO OURi5 robotic manipulator.

In order to evaluate the methods, a collection of 450 pressure images from
different elements has been obtained. The data set consists of the raw pressure
data given by the tactile sensor in the form of pressure images. These images are
picked up from human body parts and inert objects, forming a set of 9 classes:
Fingers, Forearm, Hand, Cable Pipe, Rocks, Rubble, Timber Wood, Branch
Wood and Piece of Wood.

Fig. 5 shows an example of the body parts and their corresponding pressure
maps. On the other hand, examples of each inert-object class and their respective
pressure maps are shown in Fig. 6. Those parts of the body are chosen to keep
the comfort of a suppose victim, and the ease of access and the manipulability of
the robot. Likewise, the inert objects selected are elements that could be found
in a disaster scenario.

The learning procedure, also called training, of the proposed methods em-
ploys a subset of 180 images of the collected data. After training the methods,
a test phase is performed to validate the results, which employs a subset of 270
images.

For the DCNN-SVM method, a large variety of neural networks can be used.
To show the differences between them, three DCNNs have been implemented for
the application of this method: AlexNet [10], VGG-16 and VGG-19 [27], named
as ANET-SVM, VGG16-SVM and VGG19-SVM, respectively. The Neural Net-
works have been obtained from the Caffe repository [8].

Additionally, for the transfer learning application, the DCNN AlexNet has
been implemented. That configuration has been named as TL-ANET. In this
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Fig. 5: Parts of the body used for the experiments, labeled as Hand (a), Forearm
(b) and Fingers (c)) and their corresponding pressure map ((d), (e), (f).

method, only the classification layer has been re-trained using a single GTX
1050Ti GPU with 4GB of memory.

4 Results

Fig. 7 shows the resulting confusion matrices of the methods, whilst Table 1
presents the summary of the results. With the application of the SURF-SVM
method, a recognition rate of 70.74% has been achieved. An improvement of the
accuracy, produced by the application of Deep Learning techniques, in extract-
ing features from pressure images has been detected in contrast with the SURF-
based method. In particular, DCNN-SVM methods (ANET-SVM, VGG16-SVM
and VGG19-SVM) shows an improvement between 13.7% and 17.04%. Further-
more, a fine-tune of the classification layer of the DCNN (TL-ANET) implies an
improvement of 21.48% against the use of an SVM (SURF-SVM) to classify the
data.

5 Conclusions

An application to the detection of victims in disaster scenarios, based on tac-
tile sensing, has been presented. A high-resolution tactile sensor provides raw
pressure data distribution. Due to the lack of information brought by the pres-
sure images, deep learning techniques have been considered and compared with
respect to a non-deep-learning algorithm (SURF-SVM), which implements the
SURF descriptor as a feature extractor and a SVM to get a classifier. Further,
three pre-trained DCNN have been employed as feature extractors, exchanging
the last classification layer by a SVM (DCNN-SVM). Additionally, a transfer
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learning procedure to re-train the last layer of the AlexNet DCNN (TL-ANET)
in a single GPU is also developed. Besides, the lightweight robotic manipulator
AUBO OUR-i5 provided with a tactile sensor has been used to capture the pres-
sure images for carrying out a 9-classes experiment. The 9-classes are distributed
into 3-classes for human body parts (forearm, hand and fingers) and 6-classes for
inert objects that could be found in a catastrophe scenario (cable pipe, rubble,
rocks, timber, branch wood and a small piece of wood). Results of the exper-
iments reveal an accuracy improvement between 13.7% and 17.04% using the
DCNN-SVM method with respect to the 70.74% accuracy of the SURF-SVM,
and an improvement of 21.48% achieved with the (TL-ANET), showing that a
recognition rate of 92.22% for distinguishing human from objects can be achieved
using transfer learning. In future work, time-series data combined with active
touch and palpation strategies will be considered. Also, other information such
as the relation between the applied forces and the displacement of the sensor
with respect to the contact with an element will be used.

Table 1: Summary of results
Method Accuracy [%] Improvement [%]

SURF-SVM 70.74 -
ANET-SVM 84.44 13.7
VGG16-SVM 86.11 15.37
VGG19-SVM 87.78 17.04
TL-ANET 92.22 21.48
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Fig. 6: Inert objects used for the experiments, labeled as Cable pipe (a), Rocks
(b), Rubble (c), Timber Wood (g), Branch Wood (h) and Piece of Wood (i), and
their corresponding pressure maps (d), (e), (f), (j), (k), (l).
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Fig. 7: Confusion matrix resulting of applying the methods: SURF-SVM (a),
ANET-SVM (b), VGG16-SVM (c), VGG19-SVM (d), TL-ANET (e).
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